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Introduction



The Dictionnaire Universel

• In 1635, the Académie française began
producing a dictionary of the French
language [2]. Antoine Furetière got
involved in the production of the first
edition.

• Furetière grew frustrated with the slow
progress of the Académie. He began to
work on his own dictionary, The
Dictionaire universel (DU) around 1676-78
[7].

• The second edition (1701) of the DU was
improved by Henri Basnage de Beauval
who virtually turned the DU into an
encyclopaedia [1][3].
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The BasNum Project

The aim of BasNum is to digitize the DU, in
the 1701 version rewritten by Basnage de
Beauval, to analyse it with computational
methods in order to better assess the
importance of this work for the evolution
of sciences and mentalities in the 18th
century, and to contribute to the
contemporary movement for creating
innovative and data-driven
computational methods for text
digitization, encoding and analysis.
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Automatic Enrichment of Ancient
Dictionaries



BasNum at Inria

At Inria we will develop methods for the automatic structuring of
lexicographical entries from the digitized version of Basnage’s DU, we
will also enrich the contents of this dictionary using machine
learning methods. There are two main types of machine learning
models:

• Statistical methods: We have
some existing tools.

• Neural methods: We want to
build our own tools.
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Machine Learning
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Optical Character Recognition

Transkribus
• Well established tool.
• Uses statistical methods.
• Has an user interface.
• Generates PDF’s.
• Does not preserve
typographical features.

• Free but not Open Source.
• Transkribus infrastructure has
to be used.

Kraken
• Not so well established.
• Uses neural methods.
• User interface in
development.

• Does not generate PDF’s.
• Preserves Typographycal
features.

• Free and Open Source.
• We can use our own
infrastructure.
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GROBID-Dictionaries

GROBID-Dictionaries [4][5] is an machine learning library using
statistical methods for structuring digitised lexical resources and
entry-based documents with encyclopedic or bibliographic content.
It allows the parsing, extraction and structuring of text information in
such resources.

GROBID-Dictionaries takes as input lexical resources digitised in PDF
format and generates a TEI-encoded hierarchy of the different
recognised text structures.
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GROBID-Dictionaries
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GROBID-Dictionaries
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GROBID-Dictionaries
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Workflow



Workflow
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Workflow
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OCR Model
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Workflow
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Deep Learning Model
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Workflow
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Crowdsourcing Model
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Recommendations

• Annotate intelligently for not so intelligent models!
At the beginning, only entries for the letter C where transcribed.
Our OCR engine learned that every entry starts with C.
Randomise your annotations!

• TEI is flexible
TEI is flexible to some extend, agree on how to annotate, as
multiple annotations schemes reduce the precision of the
model.

• Get a lot of text in the target language [6]
Then get a lot of data of the target period or about the target
topic.
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Recommendations

• Try to get a high quality data to reduce noise.
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Thank you!
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